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1. Learning  goals and objectives for the course
In this course, students will study different econometric methods in order to be able to perform correctly quantitative economic research. They will practise using a special computer software. By the end of this course, students will be able to specify different economic models, to estimate their parameters in a correct way by using economic data and econometric software, to test the underlying assumptions, and to evaluate the computer results. They will have learned to test simple hypotheses about economic behaviour, to forecast economic variables and to simulate an economic policy. Finally, students will be acquainted with a variety of econometric models and methods.
Course objectives are the following:

•
understanding the main basic concepts of econometric models;
•
using different econometric models and methods to perform quantitative economic research during decision making;

•
comprehending and evaluating the results of econometric studies;

•
forecasting different variables of economic processes and phenomena;
•
simulating an economic policy during decision making;
•
reading and understanding the modern econometric literature.
2. Place of the course in the structure of the general education program 

“Econometrics” is a required professional course in the structure of the general education program.
This subject requires preliminary studies of  “Mathematical Analysis”, “Linear Algebra”, “Theory of Probability and Mathematical Statistics”, “Statistics”, “Microeconomics” and “Macroeconomics”.
The course of Econometrics is a theoretical and methodological base of other professional disciplines and future research practice. 
3.  Requirements for the learning results of the course. Student’s competences to be formed as a result of the learning of the course material
In the framework of this course, the following competencies are formed:

General cultural competencies (GC):

	GC-1
	the ability to develop one’s general cultural and professional level and to master new research methods independently;

	GC-2
	the ability to change the profile of one’s professional activities;

	GC-3
	the ability to independently acquire and use new knowledge and skills;

	GC-4
	the ability to make organizational and managerial decisions and assess their consequences;


And  following professional competencies (PC):
	PC-5
	analytical work

the ability to use quantitative and qualitative methods for research and business process management

	PC-6
	the ability to use methods of economic analysis of the behavior of economic agents and markets in the global environment

	PC-8
	the ability to prepare analytical materials for the management of business processes and for assessing their effectiveness

	PC-9
	research work 
the ability to summarize and critically evaluate the results obtained by domestic and foreign researchers, to identify and formulate relevant scientific problems

	PC-10
	the ability to justify the relevance of theoretical and practical significance of the chosen research topic

	PC-11
	the ability to conduct independent research in accordance with the program developed

	PC-12
	the ability to present the results of research in the form of a research report, article or paper

	PC-13
	teaching

the ability to apply modern methods and techniques of teaching management disciplines

	PC-14
	the ability to develop curricula and methodological support for the teaching of management disciplines


3. The structure and content of the course 
The overall workload of the course is 2 credits, 72 hours.
	3.1. Structure of the course 
Name оf the course
	Semester
	Workload (hours)
	Type of

final certification

	
	
	Total
	Total  class
room
	Including classroom
	Self-organized work
	

	
	
	
	
	Lectures
	Lab./seminars
	Practice
	
	

	Econometrics
	2
	72
	48
	16
	32
	0
	24
	test



3.2. Content of the course
1. Random variables and sampling theory (2 hours of lectures and 2 hours of practicals)

 Discrete Random Variables. Expected Values of Discrete Random Variables. Expected Values of Functions of Discrete Random Variables. Expected Value Rules. Independence of Random Variables. Population Variance of a Discrete Random Variable. Probability Density. Fixed and Random Components of a Random Variable. Estimators. Estimators Are Random Variables. Unbiasedness. Efficiency. Conflicts between Unbiasedness and Minimum Variance. The Effect of Increasing the Sample Size on the Accuracy of an Estimate. Consistency. Expected Value and Variance of a Continuous Random Variable. 

2. Covariance, variance, and correlation (1 hour of lectures and 4 hours of practicals)

 Sample Covariance. Some Basic Covariance Rules. Population Covariance. Sample Variance. Variance Rules. Population Variance of the Sample Mean. The Correlation Coefficient. 

3. Simple regression analysis (2 hour of lectures and 4 hours of practicals)

 The Simple Linear Model. Least Squares Regression. Least Squares Regression with One Explanatory Variable. Two Decompositions of the Dependent Variable. Interpretation of a Regression Equation. Goodness of Fit. 

4. Properties of the regression coefficients and hypothesis testing (2 hour of lectures and 4 hours of practicals)

 The Random Components of the Regression Coefficients. A Monte Carlo Experiment. Assumptions Concerning the Disturbance Term. Unbiasedness of the Regression Coefficients. Precision of the Regression Coefficients. The Gauss–Markov Theorem. Testing Hypotheses Relating to the Regression Coefficients. Confidence Intervals. One-Tailed t Tests. The F Test of Goodness of Fit. Relationship between the F Test of Goodness of Fit and the t Test on the Slope Coefficient in Simple Regression Analysis. 

5. Multiple regression analysis (1 hour of lectures and 2 hours of practicals)

 Illustration: A Model with Two Explanatory Variables. Derivation and Interpretation of the Multiple Regression Coefficients. Properties of the Multiple Regression Coefficients. Multicollinearity. Goodness of Fit. 

6. Transformations of variables (1 hour of lectures and 2 hours of practicals)

 Basic Procedure. Logarithmic Transformations. The Disturbance Term. Nonlinear Regression. Choice of Function: Box-Cox Tests. 

7. Dummy variables (1 hour of lectures and 2 hours of practicals)

 Illustration of the Use of a Dummy Variable. Extension to More than Two Categories and to Multiple Sets of Dummy Variables. Slope Dummy Variables. The Chow Test. 

8. Specification of regression variables (1 hour of lectures and 2 hours of practicals)

 Model Specification. The Effect of Omitting a Variable that Ought to be Included. The Effect of Including a Variable that Ought not to be Included. Proxy Variables. Testing a Linear Restriction. Getting the Most Out of Your Residuals. 

9. Heteroscedasticity (1 hour of lectures and 2 hours of practicals)

 Heteroscedasticity and Its Implications. Detection of Heteroscedasticity. What Can You Do about Heteroscedasticity? 
10. Autocorrelation (1 hour of lectures and 2 hours of practicals)

Definition of Autocorrelation. Detection of First-Order Autocorrelation: the Durbin–Watson Test. What Can You Do about Autocorrelation? 

11. Models using time series data (2 hour of lectures and 6 hours of practicals)

 Static Models. Dynamic Models. The Adaptive Expectations Model. The Partial Adjustment Model. Prediction. Stability Tests. 

12. Simultaneous equations estimation (1 hour of lectures)

 Simultaneous Equations Models: Structural and Reduced Form Equations. Simultaneous Equations Bias. Instrumental Variables Estimation. 

4. Educational technologies 
In the teaching and learning of the course, educational technologies are used in the following forms: lectures, practical classes (seminars), extracurricular independent work. In the course of studies, the project method is used as well as information technology, testing, and the Internet. Lectures and practicals are accompanied with computer presentations. Special tests have been designed to monitor academic performance electronically. The tests serve for independent assessment of the students’ level and for current and final academic performance rating. 

5. Methodological support for students' self-organized work. Evaluation tools for monitoring students’ current progress and for interim assessment based on the learning of the course material
In the course of their independent (self-organized) work, students familiarize themselves with theoretical material from textbooks and monographs given in the list of recommended literature, solve practical problems, prepare for seminars, answer test questions. Independent work can be done in the reading halls of the library or at home. Self-checks in the course of independent work may be in the form of credit tasks. At the end of studies, there is a final test. 
5.1. Topics for self-organized work (24 hours)
1) Correlation. The correlation coefficient (4 hours).

2) Simple linear regression models (4 hours).
3) Multiple linear regression models (4 hours).
4) Nonlinear regression models (4 hours).
5) Time-series analysis (4 hours).

6) Simultaneous equations, 2(3)-stage least squares (4 hours).
5.2. Evaluation tools for monitoring students’ current progress
Students’ current progress is evaluated 3 times a semester.

Evaluation tools for these purposes are the results of midterm and final tests. These tests suppose solving a practical problem (task, exercise) based on the studied material. 
The results of these tests influence the final assessment in accordance with the p. 6.4. 
5.3. Final  test  questions 
7) Notion of a correlation coefficient. The forms of this coefficient.
8) Partial correlation coefficient. 
9) Simple linear regression equation. 
10) Principle of least squares regression analysis. 
11) Expressions for the regression coefficients and their properties. 
12) Coefficient of determination.
13) T-test and F-test. 
14) Multiple linear regression equation.
15) Properties of the multiple regression coefficients.
16) Multicollinearity. Ways of trying to alleviate multicollinearity.
17) Possibilities of fitting nonlinear models. Linearizing transformation. 
18) Nonlinear regression algorithm. Choice of function. 
19) Notion of a time series. Stationary and nonstationary time series. 
20) Trend and seasonal elements of time series and their modeling. 
5.4. Assessment criteria
	Pass
	A-D

	Fail
	F


Breakdown of grades
Classwork (Participation): 20%
Homework: 20%
Midterm Tests : 20 %

Final Test: 20%

Attendance: 20%
Grading scale

A = 94 – 100

A- = 90 - 93

B + = 88 – 89

B = 84 – 87

B- = 80 - 83

C+ = 78 – 79

C = 74 – 77

C- = 70 - 73

D+ = 68 - 69
  

D = 64 – 67
  

F = 60 – 63

F- = 59 or less
6. Methodological and information support for the course 

6.1.  Main  literature :

21) Dougherty C., Introduction to Econometrics, Oxford University Press, 2006, 3rd edition.

22) Stock J., Watson M., Introduction to Econometrics, Pearson-Prentice Hall, 3rd edition.

6.2. Additional literature:
23) Maddala G.S. Introduction to Econometrics, Macmillan Publishing Company, N.Y., 2nd ed., 1992. 
24) Wooldridge J., Introductory Econometrics: A Modern Approach, South-Western, 2002. 
6.3. Internet resources
25) Student resources of Stock-Watson manual: http://wps.aw.com/aw_stock_ie_3/178/45691/11696965.cw/index.html 
26) Stata manual: http://www.ecostat.unical.it/scoppa/stata_tutorial_10.pdf 
7. Logistical support for the course 

Lectures using multimedia technologies will be presented in classrooms _____ equipped with an overhead  projector and a screen (UNN Building 2). Practical classes (seminars) will take place in classrooms _____ equipped with computers (UNN Building __  ).
Author: _____________ (associate professor, Ph.D., A.L. Sochkov)
Head of the IS in F Department ___________________(prof., Ph.D., V.N. Yasenev)
The program is approved by the methodological commission
 of the Faculty for International Students
 Minutes of the meeting No. ____  dated  ______________
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